Tutorial 19: Fourier Transform 1
19. Fourier Transform

EXERCISE 1. Let a,b € R, a < b. Let f : [a,b] — C be a map such
that f/(t) exists for all ¢ € [a,b]. We assume that:

b
/ |f/(t)]dt < +oo

1. Show that f": ([a,b], B([a,b])) — (C,B(C)) is measurable.

2. Show that: ,
f@—ﬂ@szmﬁ

EXERCISE 2. We define the maps ¢ : R?> — C and ¢ : R — C:

V(u,2) €R?, lu,x) S e/
A [T
VueR, ¢(u) = Y(u, x)dz

— 00
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1. Show that for all u € R, the map z — ¥ (u, z) is measurable.

2. Show that for all u € R, we have:

+o00
/ b (u, z)|dz = V21 < +o0

— 00

and conclude that ¢ is well defined.

3. Let u € R and (un)n>1 be a sequence in R converging to w.
Show that ¢(un) — ¢(u) and conclude that ¢ is continuous.

+o0 5
/ ze ¥ Pdy =1
0
5. Show that for all © € R, we have:

[ [

o0

4. Show that:

dr =2 < 400
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6. Let a,b € R, a < b. Show that:

b
e — et = / e dx
a

7. Let a,b € R, a < b. Show that:

|eib o eial < |b— CL|

8. Let a,b € R, a # b. Show that for all z € R:
|w (b,z) — ¥(a,x)

< —x%/2
b—a < lle

9. Let w € R and (un)n>1 be a sequence in R converging to w,
with u, # u for all n. Show that:

bom) k) _ [ 04
ou

lim
n—+00 Up — U

— (u,x)dx

— 00
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10. Show that ¢ is differentiable with:

Vue R, ¢ (u) = / — (u, z)dx

— 00

11. Show that ¢ is of class C!.

12. Show that for all (u,z) € R?, we have:

0 0
6—15(11,33) = —utp(u,z) — Za—qﬁ(u,x)

13. Show that for all © € R.:
/.
14. Let a,b € R, a < b. Show that for all u € R:

b
Y(u,b) — (u,a) = / g—f(u,x)dx

oy

e (u, x)| de < 400
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15. Show that for all ©u € R:

too 9
/ a—f(u,x)dft =0

— 00

16. Show that for all u € R:
¢’ (u) = —up(u)

EXERCISE 3. Let S be the set of functions defined by:
S2{h: heC'R,R), Yue R, I(u) = —uh(u)}
1. Let ¢ be as in ex. (2). Show that Re(¢) and Im(¢) lie in S.
2. Given h € S, we define g : R — R, by:
Vue R, g(u) 2 h(u)e“z/2
Show that g is of class C! with ¢’ = 0.
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3. Let a,b € R, a < b. Show the existence of ¢ €]a, b], such that:
9(b) — g(a) = g'(c)(b — a)

4. Conclude that for all h € S, we have:

VueR , h(u) = h(0)e /2

5. Prove the following:

Theorem 124 For all u € R, we have:

L[ e 2o
— et o dy = e
\V/ 2 [oo
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Definition 135 Let puy, ..., 1, be complex measures on R™, where
n,p > 1. We call convolution of p1,. .., 1y, denoted 11 .. .x iy, the
image measure of the product measure j1n ®...® [, by the measurable
map S : (R™)? — R" defined by:

A
S(x1,...,xp) =21+ ...+ Xp
In other words, p1*...x iy is the complex measure on R"™, defined by:
A
1k ki =S @ ... @ i)

Recall that the product 1 ® ... ® p, is defined in theorem (66).

EXERCISE 4. Let u, ¥ be complex measures on R™.

1. Show that for all B € B(R™):

wxv(B) = /R 1p(z +y)dp @ v(z,y)

nxR”™
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2. Show that for all B € B(R"™):

1% v(B) :/n (/n 1B(x+y)du(w)> dv(y)

3. Show that for all B € B(R"):

1% v(B) :/n (/n 1B(x+y)dV(w)> du(y)

4. Show that p*xv =vx pu.
5. Let f: R™ — C be bounded and measurable. Show that:

| gawsv= [ fespaus vy

n xR
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EXERCISE 5. Let u,v be complex measures on R"”. Given B C R”
and x € R", we define B—ax={y € R" , y+x € B}.

1. Show that for all B € B(R") and z € R", B —z € B(R").
2. Show © — u(B—x) is measurable and bounded, for B € B(R™).
3. Show that for all B € B(R"):

prv(B) = [ (B - 2l
R’n.
4. Show that for all B € B(R"™):

perlB) = [ (B = 2)dulz)
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EXERCISE 6. Let p1, g2, 3 be complex measures on R"™.

1. Show that for all B € B(R™):

11 (jiz 5 1) (B) = /R (a4 9)d (2 # i) 0.)
’VLX n

2. Show that for all B € B(R") and = € R™:

/ L (z + y)dpuz % pa(y) = / Ln(e 4y + 2)dua © pa(y, 2)
n R”XR"’

3. Show that for all B € B(R"™):

pia x (pz * pi3) (B) :/ 1p(z +y+ 2)du @ pe ® ps(x,y, 2)
R7»xR"xR™

4. Show that M1 * (,LLQ *'LL3) = 1 K Mo x U3 = ('LLl *'LLQ) * (3
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Definition 136 Letn > 1 anda € R™. We define §,:B(R")—>R™":
VB € BR") , 6.(B) 2 15(a)

0q 15 called the Dirac probability measure on R"™, centered in a.

EXERCISE 7. Let n > 1 and a € R".
1. Show that ¢, is indeed a probability measure on R"™.

2. Show for all f: R™ — [0, +00] non-negative and measurable:

fdba = f(a)
R”

3. Show if f: R™ — C is measurable, f€ LL(R", B(R"),d,) and:

fdfsa = f(a)
Rn
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4. Show that for any complex measure p on R™:
pk O = 0o * fb = f

5. Let 7,(x) = a+a define the translation of vector a in R™. Show
that for any complex measure p on R™:

px O = Og * i = Ta(ﬂ)
EXERCISE 8. Let f,g: (Q,F) — (C,B(C)) be two measurable maps,

where (Q,F) is a measurable space. Let u = Re(f), v = Im(f),
u' = Re(g) and v = Im(g).

1. Show that u,v,u/,v" : (2, F) — (R, B(R)) are all measurable.

2. Show that u+u', v+, uv’ —vv’ and wv’ +u'v are measurable.

w

. Show that f+ g, fg: (Q,F) — (C,B(C)) are measurable.

4. Show that C = R? has a countable base.
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5. Show that B(C x C) = B(C) @ B(C).
6. Show that (z,2’) — z+ 2" and (z,2") — z2’ are continuous.
7. Show that w — (f(w), g(w)) is measurable w.r. to B(C)® B(C).

8. Conclude once more that f + g and fg are measurable.

EXERCISE 9. Let n > 1 and p,v be complex measures on R"”. We
assume that v << dx, i.e. that v is absolutely continuous with respect
to the Lebesgue measure on R"™.

1. Show there is f € LL(R™, B(R"), dx), such that v = [ fdux.

2. Show that for all B € B(R™), we have:

- :/Ru — 2)dp(x)

n
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3. Show that for all B € B(R") and z € R™:

/ 15(y —x)dy

4. Show that for all B € B(R") the map:

(z,y) = 1Y) fly — x)
lies in L&(R™ x R, BR™) @ B(R™), 1| ® dy).

5. Let h € Lg(R™, B(R™), |p|) with |h| =1, p = [ hd|p|. Show:

(z,y) = 1p(y)f(y — x)h(z)
also lies in LG(R™ x R™, B(R™) ® B(R™), |u| @ dy).

6. Show that for all B € B(R™), we have:

wrrtB) = [ ([ fo=adn(o)) ay

14
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7. Let g be the map defined by g(y fR” — 2)du(z). Recall
why ¢ is dy-almost surely well- deﬁned and dy-almost surely
equal to an element of L&(R™, B(R"), dy).

8. Show that p*v = [ gdz and p*v << du.
Theorem 125 Let u,v be two complex measures on R™, n > 1. If
v << dx, i.e. v is absolutely continuous with respect to the Lebesgue
measure on R™, with density f€ L&(R"B(R™),dx), then the convo-

lution pxv = v p is itself absolutely continuous with respect to the
Lebesgue measure on R"™, with density:

9(y) = fly —x)du(z) , dy — a.s.
Rn

In other words, pxv =v*pu= [ gdz.
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EXERCISE 10. Let f € LE(Q2, F, ) where (Q, F, i) is a measure space.
Let v be the complex measure on (£, F) defined by v = [ fdu. Let
g:(Q,F) — (C,B(C)) be a measurable map.

1. Show that g € LE(Q, F,v) < gf € LU F, ).
2. Show that for all g € L§(Q, F,v):

/gdv = /gfdu

EXERCISE 11. Further to theorem (125), show that if 4 = [ hdz for
some h € L§(R™, B(R™),dz), then:

gy) = fly —z)h(x)dx , dy — a.s.
Rn

www.probability.net


http://www.probability.net

Tutorial 19: Fourier Transform 17

Definition 137 Let u be a complex measure on (R™, B(R™)), n > 1.
We call Fourier transform of u, the map Fpu : R™ — C defined by:

Yu e R" | Fu(u) é/ N dy ()

n

where (-,-) is the usual inner-product in R™.

EXERCISE 12. Further to definition (137):
1. Show that Fpu is well-defined.
Show that Fu € C&4(R™), i.e Fpu is continuous and bounded.

Show that for all a,u € R™, we have F§,(u) = (%),

L

Let p be the probability measure on (R, B(R)) defined by:
A1 2
VB e B(R), wB :—/e—w/%x
®).up)t = [
Show that Fpu(u) = e~*"/2, for all u € R.
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EXERCISE 13. Let p1, ..., 1y be complex measures on R", p > 2.

1. Show that for all w € R"™, we have:

Fpa* ... xpp)(u) = /(R )6i<“’””1+"'+x">du1 @ ... ® pp(x)

2. Show that if p > 3 then puq x ... % ptp = (1 * ... % fp—1) * fip.
3. Show that F(u1 % ... % pup) = I_ Fp;.
EXERCISE 14. Let n > 1, 0 > 0 and ¢, : R® — R defined by:
1
Ve e R", g,(x) 2 736*\&“2/262
(2m)2om
1. Show that [, go(x)dz = 1.

2. Show that for all u € R", we have:

/ G ()60 gy = o= Iul*/2
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3. Show that P, = [ g,dxz is a probability on R", and:
Vu e R" |, FPy(u) = e Iu*/2

4. Show that for all x € R", we have:

1 ilz,u)—o?||ul|?
g”(I)W/ pilwa)—o?ul2/2 gy,

EXERCISE 15. Further to ex. (14), let x4 be a complex measure on
R™.

1. Show that px P, = [ ¢odz where:
00(0) = [ gule—y)duty) . do—as.

2. Show that we also have:

bo () = / i 9oy — x)du(y) , dx —a.s.
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3. Show that:

1 i(y—z,u)—0o?||ul|?
oo () (2%)"/ (/ ey—zu)=olul /Zdu> du(y) , dx — a.s.
4. Show that:

bo(T) = !

—i{w,u)—o||ul|?/2
G /ne (Fp)(u)du

5. Show that if u,r are two complex measures on R™ such that
Fu = Fr, then for all o > 0, we have ux P, = v * P,.

Definition 138 Let (2, 7) be a topological space. Let (u)k>1 be a
sequence of complex measures on (2, B(2)). We say that the sequence
(1 )r>1 narrowly converges, or weakly converges to a complex
measure p on (2, B(Q)), and we write ui, — p, if and only if:

vf e Ch@), tim_ [ fam = [ fau
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EXERCISE 16. Further to definition (138):

1. Show that pui — p narrowly, is equivalent to:
vreck@, tm_ [ fdn = [ sau

2. Show that if (€2, 7) is metrizable and v is a complex measure on
(Q,B(Q)) such that pup — p and pr — v narrowly, then p = v.

Theorem 126 On a metrizable topological space, the narrow or weak
limit when it exists, of any sequence of complex measures, is unique.

EXERCISE 17.
1. Show that on (R, B(R)), we have d;/, — do narrowly.
2. Show there is B € B(R), such that d,/,(B) # do(B).
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EXERCISE 18. Let n > 1. Given o > 0, let P, be the probability
measure on (R™, B(R™)) defined as in ex. (14). Let (oy)k>1 be a
sequence in RT such that o, > 0 and o3, — 0.

1. Show that for all f € C&(R"), we have:

[ @) @) = !

(2m)% JRro

2. Show that for all f € C%(R"), we have:

Flopz)e =17 /2 4y

lim f(x)go, (x)dz = f(0)

k——+oco R"”

3. Show that P,, — ¢ narrowly.

www.probability.net


http://www.probability.net

Tutorial 19: Fourier Transform 23
EXERCISE 19. Let u, v be two complex measures on R”™. Let (v4)r>1
be a sequence of complex measures on R", which narrowly converges

tov. Let f € Cx(R™), and ¢ : R™ — R be defined by:

Yy eRY, ¢(y) = [ fla+y)du()

Rn
1. Show that:
fawsvi= [ Sl y)dusnie)
Rn RTIrXR’VL
2. Show that:
fduxvg = ¢dvy,
R" R"

3. Show that ¢ € C&(R™).

=

. Show that:

lim odvy, = odv
k—-4o00 R Rn
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5. Show that:

lim fduxv, = fduxv
k—’+00 R R”

6. Show that p* v — p* v narrowly.

Theorem 127 Let p,v be two complex measures on R™, n > 1. Let
(Vk)k>1 be a sequence of complex measures on R™. Then:

Vv — UV narrowly = [x Vg — [Lx UV narrowly

EXERCISE 20. Let p,v be two complex measures on R™, such that
Fu = Fv. For all ¢ > 0, let P, be the probability measure on
(R™,B(R™)) as defined in ex. (14). Let (o) )r>1 be a sequence in R
such that o > 0 and o — 0.

1. Show that p* P, =v«*P,,, forall k > 1.

2. Show that p* P,, — p* do narrowly.
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3. Show that (u* P, )r>1 narrowly converges to both p and v.

4. Prove the following:

Theorem 128 Let pu,v be two compler measures on R". Then:
Fu=Fv = p=v

i.e. the Fourier transform is an injective mapping on M*(R™, B(R™)).

Definition 139 Let (Q, F, P) be a probability space. Given n > 1,
and a measurable map X : (Q,F) — (R™,B(R")), the mapping ¢x
defined as:

Yue R, dx(u) = EleiX))

is called the characteristic function' of the random variable X .

Do not confuse with the characteristic function 14 of a set A, definition (39).
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EXERCISE 21. Further to definition (139):
1. Show that ¢x is well-defined, bounded and continuous.

2. Show that we have:

Vu € R" | ¢x(u) = / el dX (P)(x)

3. Show ¢x is the Fourier transform of the image measure X (P).
4. Show the following:
Theorem 129 Let X|Y : (2,F) — (R",B(R")), n > 1, be two

random variables on a probability space (Q,F,P). If X and Y have
the same characteristic functions, i.e.

Yu e R" , E[e!(wX)] = ElefY))
then X andY have the same distributions, i.e.

VB e BR") , P({X € B}) = P({Y € B})
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Definition 140 Letn > 1. Given o = (a1,...,a,) € N™, we define
the modulus of o, denoted ||, by |a| = a1 + ...+ ap. Given z € R™
and o« € N", we put:

2z 2 ot
where it is understood that =’ = 1 whenever oj = 0. Given a map
f U — C, where U is an open subset of R™, we denote 0“f the

|a|-th partial derivative, when it exists:
N olelf
Ozt ... 0z
Note that 0 f = f, whenever |a| = 0. Given k > 0, we say that f is

of class C*, if and only if for all o € N™ with |a| < k, 0°f exists
and is continuous on U.

QAn
n

o0 f

EXERCISE 22. Explain why def. (140) is consistent with def. (130).
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EXERCISE 23. Let p be a complex measure on R"™, and o € N™, with:
[ e ldlul(@) < +oc 0
Rn
Let 2y the complex measure on R™ defined by 2%u = [ z%dp.
1. Explain why the above integral (1) is well-defined.

2. Show that %y is a well-defined complex measure on R"”.

3. Show that the total variation of %y is given by:
VB € BR") , |a"l(B) = [ [o*ldlul(e
4. Show that the Fourier transform of z“u is given by:

Vu e R", F(z%w)(u) :/ 22N dy ()
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EXERCISE 24. Let 1 be a complex measure on R™. Let 5 € N™ with
|8 =1, and:

| e ldlul(a) < +o0

R’n.

Let 2% be the complex measure on R" defined as in ex. (23).
1. Show that there is j € N,, with 27 = x; for all z € R™.
2. Show that for all w € R", %}-Tf(u) exists and that we have:

OF 1
(’)uj

(u) = z/ x5e ) dp ()

3. Conclude that §°Fpu exists and that we have:
OPFu=iF(z’p)

S

. Explain why 9°Fp is continuous.
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EXERCISE 25. Let o be a complex measure on R™. Let £ > 0 be an
integer. We assume that for all « € N", we have:

o<k = [ faldlul(o) < +o0 &)
RTI,
In particular, if |a] < k, the measure x®u of ex. (23) is well-defined.
We claim that for all « € N™ with |a| < k, 0*Fpu exists, and:
9 Fp = il F (2 )

1. Show that if £ = 0, then the property is obviously true. We
assume the property is true for some k > 0, and that the above
integrability condition (2) holds for k + 1.

2. Let o/ € N" be such that |o/| < k4 1. Explain why if |o/| < &,
then 0% Fu exists, with:

0" Fu = i‘allj’:(xa/,u)

3. We assume that |o/| = k + 1. Show the existence of o, f € N"
such that o+ 8 =&/, |a] = k and |5] = 1.
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4.

10.

Explain why 0%Fu exists, and:
O Fpu =il F(ap)

. Show that:

/ 2P |d] ] () < +o0
R’n.

. Show that 9P F(x®u) exists, with:

O F (2% p) = iF (2" (2 p))
Show that 0°(0%Fu) exists, with:
07 (0°Fp) = il F(2f (2 p))

. Show that zf(z*p) = z* p.

. Conclude that the property is true for k + 1.

Show the following:
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Theorem 130 Let p be a complexr measure on R™, n > 1. Let k > 0
be an integer such that for all o € N™ with || < k, we have:

[ e ldlul(@) < +oc
R’n.

Then, the Fourier transform Fu is of class C* on R™, and for all
a € N™ with |a| < k, we have:

n

Vu e R" |, 0%Fu(u) = ila‘/ 2N dy(z)

In particular:

/ ) 2dp(x) = i1 Fpu(0)
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